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Abstract—Few methods have been proposed to measure three-dimensional shapes of transparent objects such as those made of glass and acrylic. In this paper, we propose a novel method for estimating the surface shapes of transparent objects by analyzing the polarization state of the light. Existing methods do not fully consider the reflection, refraction, and transmission of the light occurring inside a transparent object. We employ a polarization raytracing method to compute both the path of the light and its polarization state. Polarization raytracing is a combination of conventional raytracing, which calculates the trajectory of light rays, and Mueller calculus, which calculates the polarization state of the light. First, we set an initial value of the shape of the transparent object. Then, by changing the shape, the method minimizes the difference between the input polarization data and the rendered polarization data calculated by polarization raytracing. Finally, after the iterative computation is converged, the shape of the object is obtained. We also evaluate the method by measuring some real transparent objects.

Index Terms—Polarization, raytracing, shape-from-X, transparency, Mueller calculus.

1 INTRODUCTION

In the field of computer vision, few methods have been proposed for estimating the shape of transparent objects because of the difficulty of dealing with mutual reflection, which is the phenomenon that the light not only reflects at the surface of the transparent object but also transmits into the object and causes multiple reflections and transmissions inside it. In this paper, we use the term “interreflection” for such internal reflection. This paper presents a novel method for estimating the surface shape of transparent objects by analyzing the polarization of transparent objects.

The methods for estimating the shape of transparent objects can be divided into two types: geometric methods and photometric methods. Geometric methods analyze the position and the direction of the light ray, whereas photometric methods analyze the physical state of the light.

Considerable previous research has been conducted on geometric methods. Murase [20] estimated the shape of a water surface by analyzing the undulation of the surface, and Morris and Kutulakos [19] extended this method to determine the shape of a water surface by observing the water from two views. The purpose of our research, however, is to measure still objects. Hata et al. [8] estimated the surface shape of transparent objects by analyzing the deformation of the light projected onto the transparent objects. Their method is implemented by a genetic algorithm that attempts to find the minimum cost function probabilistically, whereas our method finds the minimum cost function deterministically. Ben-Ezra and Nayar [3] estimated the parameterized surface shapes of transparent objects by multiple viewpoints, whereas our method estimates a nonparameterized surface shape; thus, our method is useful for object recognition. Kutulakos and Steger [15] estimated both the depth and the surface normal of transparent objects by multiple viewpoints and multiple light sources. They have to move the light sources around the object, whereas our proposed method does not need to move the light sources, since it wholly surrounds the object.

Photometric methods are all based on polarization analysis. Polarization is a phenomenon in which the light oscillates in one direction [4], [9]. Recent research in estimating the shape of an object by using polarization is impressive [1], [2], [14], [17], [22], [28]. Saito et al. [23] and Miyazaki et al. [16], [18] estimated the surface shape of transparent objects by analyzing the polarization phenomenon. Geometric methods compute the shape by analyzing the refraction of the light ray; thus, they cannot measure a thin transparent object, which causes less refraction. In order to estimate the orientation of a thin object, we have to analyze the reflection instead of refraction, and the photometric methods consider reflections. Our previous methods [16], [18] did not consider interreflection; they assumed that the light would reflect at the surface only once. They found that there is an ambiguity problem for estimating the surface normal of the object from polarization information. Two possible zenith angles are produced from the degree of polarization (DOP): one is correct and the other is incorrect. The method proposed in this paper does not solve this ambiguity problem but considers interreflection, which provides a more precise shape than our previous methods. The proposed method iteratively updates the shape of the object from a given initial shape.

In this paper, a forward-facing surface of the transparent object is called a front surface and an object surface facing away from the camera is called a back surface. Our proposed method estimates the front surface shape of the transparent object by using a method called polarization raytracing, which simulates the interreflection, under the assumptions that the refractive index, the shape of the back surface, and the illumination distribution are given.
The rest of the paper is organized as follows: First, Section 2 presents assumptions for our method. In Section 3, we describe the theoretical background of the polarization ray tracing method. In Section 4, we explain our estimation method, which solves the inverse problem of the polarization ray tracing method. We prove the convergence of our method, which solves the inverse problem of the polarization ray tracing method. In Section 4, we explain our estimation method. Our measurement results are shown in Section 5. Our measurement results are shown in Section 6, and our conclusions are presented in Section 7.

2 ASSUMPTIONS

There are several assumptions we use to successfully apply the method:

1. The object is observed as an orthographic projection to the image plane of the camera.
2. The object is transparent and solid.
3. The refractive index is known and constant for any part of the object, implying that the method is not applicable to birefringent media.
4. The object’s surface is optically smooth (not microscopically rough).
5. The object’s surface is geometrically smooth and closed (C^1 surface). This assumption and the next imply that the surface normal can be calculated by differentiating the height of the object’s surface.
6. No self-occlusion exists. There is no “jump” in the height of the object surface.
7. The entire front surface is included in the camera field of view.
8. The back surface shape is known.
9. The initial value of the front surface is given a priori. This value can be given, for example, by a human operator or by previous methods [16], [18].
10. The polarization state and the intensity of the illumination distribution should be known. We used uniform illumination distribution in our experiments. Therefore, we hereafter assume that the light illuminating the object is unpolarized, uniform, and known. In addition, our experimental setup illuminates the front surface more intensely than the back surface; thus, this condition is also used in this paper.

3 POLARIZATION RAYTRACING

3.1 Calculation of Light Path

Fig. 1 describes the light reflected and transmitted between material 1 and material 2. Materials 1 and 2 may be, respectively, the air and the transparent object, and vice versa. Incidence angle, reflection angle, and transmission angle are defined in Fig. 1. We assume that the surface of transparent objects is optically smooth; thus, the incidence angle is equal to the reflection angle. The transmission angle is related to the incidence angle with Snell’s law [4], [9]:

\[
\sin \theta = n \sin \theta',
\]

where \( \theta \) is the incidence angle, \( \theta' \) is the transmission angle, and \( n \) is the ratio of the refractive index of material 2 to that of material 1. The plane of incidence (POI) is a plane that includes the surface normal direction, the incident light direction, the reflected light direction, and the transmitted light direction.

3.2 Calculation of Intensity

The intensity ratio of reflected light to incident light is called intensity reflectivity \( R \) and the intensity ratio of transmitted light to incident light is called intensity transmissivity \( T \). Subscripts \( \parallel \) and \( \perp \) represent the components parallel and perpendicular to POI, respectively. Parallel and perpendicular components of intensity reflectivity and intensity transmissivity for dielectric transparent material are given as follows [4], [9]:

\[
R_{\parallel} = \frac{\tan^2(\theta - \theta')}{\tan^2(\theta + \theta')},
\]

\[
R_{\perp} = \frac{\sin^2(\theta - \theta')}{\sin^2(\theta + \theta')},
\]

\[
T_{\parallel} = \frac{\sin 2\theta \sin 2\theta'}{\sin^2(\theta + \theta') \cos^2(\theta - \theta')},
\]

\[
T_{\perp} = \frac{\sin 2\theta \sin 2\theta'}{\sin^2(\theta + \theta')}. \tag{5}
\]

If an incidence angle is larger than the critical angle, then the light does not transmit and totally reflects. This phenomenon is called total reflection and occurs when the incidence light is inside the object. Critical angle \( \theta_c \) is given as follows [4], [9]:

\[
\sin \theta_c = n. \tag{6}
\]

For the total reflection, we must use \( R_{\parallel} = R_{\perp} = 1 \) and \( T_{\parallel} = T_{\perp} = 0 \).

3.3 Mueller Calculus

In this paper, we call the raytracing method that considers the polarization effect the polarization raytracing method. The algorithm of the polarization raytracing method can be divided into two parts. For the first part, the calculation of the propagation of the ray, we employ the same algorithm used in the conventional raytracing method. For the second part, the calculation of the polarization state of the light, there are four well-known methods [4], [9]: a simple calculation method using Fresnel formulas, a method using a coherence matrix, Mueller calculus, and Jones calculus. In addition, some researchers [5], [7], [25], [26], [27] proposed a method that is an extension of these methods. In this paper, we employ Mueller calculus because of its simplicity of description, along with its ease of understanding and implementation. These four methods have almost identical functions; thus, all discussions presented in this paper are also applicable to other calculi.

In Mueller calculus, the polarization state of the light is represented as Stokes vector \( \mathbf{s} = (s_0, s_1, s_2, s_3)^T \). \( s_0 \) represents the intensity of the light, \( s_1 \) represents the horizontal power of...
the linear polarization, \( s_2 \) represents the +45 degrees-oblique power of the linear polarization, and \( s_3 \) represents the power of the right circular polarization. Given a certain Stokes vector \( s \), the normalized Stokes vector \( \hat{s} \) is defined as

\[
\hat{s} = \left(1, \frac{s_1}{s_0}, \frac{s_2}{s_0}, \frac{s_3}{s_0}\right)^T.
\]  

(7)

The Mueller matrix, which is a 4 \( \times \) 4 matrix, represents how the object changes the polarization state of the light.

### 3.4 Mueller Matrices

In this section, we present an example of calculation using Mueller calculus.

Suppose the geometrical setup when the reflected and transmitted light are observed from the camera as described in Fig. 2. In this figure, there are two coordinate systems: \( x'y'z' \)-coordinates and \( xyz \)-coordinates. Here, the \( z' \)-axis and the \( z \)-axis are the same. \( x' \) is included in the POI and is facing the same side as the surface normal is facing. The point \( 0 \) is the plane of incidence. In this figure, there are two coordinate systems:

\[
\begin{align*}
&x'y'z', \\
&\hspace{1cm} z' \\
&\hspace{2cm} x' \\
&\hspace{3cm} y'
\end{align*}
\]

In the case presented in Fig. 2, observed light is a composition of reflected light and transmitted light. The Stokes vector \( s' \) of the observed light is calculated as follows:

\[
s' = C(\phi)D(\delta)R(\theta)s + C(\phi)T(\theta)s,
\]

(8)

Stokes vectors of the incident light are represented as \( s_0 \), \( s_1 \), \( s_2 \), and \( s_3 \), represent the lights that are set in the origin of the reflection and transmission, respectively. \( C \) is the rotation Mueller matrix and is given by [9]

\[
C(\phi) = \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & \cos 2\phi - \sin 2\phi & 0 & 0 \\
0 & \sin 2\phi & \cos 2\phi & 0 \\
0 & 0 & 0 & 1 \end{pmatrix}.
\]

(9)

\( R \) and \( T \) are the reflection Mueller matrix and the transmission Mueller matrix, respectively, which are represented as follows [9]:

\[
R = \begin{pmatrix}
\frac{(R\parallel + R\perp)}{2} & \frac{(R\parallel - R\perp)}{2} & 0 & 0 \\
\frac{(R\parallel - R\perp)}{2} & \frac{(R\parallel + R\perp)}{2} & 0 & 0 \\
0 & 0 & \sqrt{R\parallel R\perp} & 0 \\
0 & 0 & 0 & \sqrt{R\parallel R\perp} \\
\end{pmatrix},
\]

(10)

However, if total reflection occurs, that is, if the incidence angle \( \theta \) is larger than critical angle \( \theta_C \), then \( R \) and \( T \) are set to be identity matrix and zero matrix, respectively. \( D \) is the retardation Mueller matrix and is given as [9]

\[
D(\delta) = \begin{pmatrix} 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \cos \delta & \sin \delta \\
0 & 0 & -\sin \delta & \cos \delta \\
\end{pmatrix}.
\]

(11)

where \( \delta \) is the amount of the phase shift (or retardation). The phase of the reflected light shifts when total reflection occurs. Thus, for total reflection, \( \delta \) in the following equation is used [4], [9]:

\[
\tan \frac{\delta}{2} = \frac{\cos \theta \sqrt{\sin^2 \theta - n^2}}{\sin^2 \theta}.
\]

(12)

The phase of the reflected light inverts when the incidence angle is smaller than the Brewster angle \( \theta_B \), which is given as follows [4], [9]:

\[
\tan \theta_B = n.
\]

(13)

Thus, considering (12), the value of \( \delta \) used in (11) is set as follows:

\[
\delta = \begin{cases} 
2 \arctan \left( \frac{\cos \theta \sqrt{\sin^2 \theta - n^2}}{\sin^2 \theta} \right) & (\theta \geq \theta_C) \\
180^\circ & (\theta \leq \theta_B) \\
0^\circ & \text{(otherwise)}.
\end{cases}
\]

(14)

### 3.5 Degree of Polarization

The polarization state of the light is calculated by observing the object with a monochrome camera, which has a linear polarizer in the front. For a certain pixel, we denote the maximum intensity observed by rotating the polarizer as \( I_{\text{max}} \) and the minimum as \( I_{\text{min}} \). The angle of the polarizer when the minimum intensity \( I_{\text{min}} \) is observed is called the phase angle \( \psi \). This angle is defined as the angle from the +\( x \)-axis to the +\( y \)-axis in \( xyz \)-coordinates (Fig. 2).

Because the linear polarizer is used in this research, the fourth parameter \( s_3 \) of the Stokes vector cannot be determined. The relationship between the Stokes vector \( (s_0, s_1, s_2)^T \) and \( I_{\text{max}}, I_{\text{min}}, \psi \) is

\[
\begin{pmatrix} s_0 \\
\frac{s_1}{s_3} \end{pmatrix} = \begin{pmatrix} 1 & \cos 2\psi & 0 \\
0 & -\sin 2\psi & \cos 2\psi \end{pmatrix} \begin{pmatrix} I_{\text{max}} + I_{\text{min}} \\
I_{\text{max}} - I_{\text{min}} \end{pmatrix}.
\]

(15)

The DOP represents how much the light is polarized and is defined as follows:

\[
\rho = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \sqrt{\frac{s_1^2 + s_2^2}{s_0^2}}.
\]

(17)

For the remainder of this paper, we refer to the DOLP calculated by (17) as DOP.
4 INVERSE POLARIZATION RAYTRACING

In this section, we introduce our method for estimating the front surface shape of a transparent object using the DOP and the phase angle as inputs under the assumption that the refractive index, the shape of the back surface, and the illumination distribution are given.

We denote the input polarization data as $s_R(x, y)$, where $(x, y)$ represents the pixel position. Here, the subscript “R” represents the first letter of “input data” or “irradiance.” Polarization data are represented as an image (two-dimensionally distributed data) where the Stokes vector is set for each pixel. Stokes vector has information about the DOP and the phase angle. The polarization raytracing explained in Section 3 can render the polarization data from the shape of the transparent object. We denote this rendered polarization image as $s_T(x, y)$. Here, the subscript “T” represents the first letter of “raytracing data” or “rendered data.” The shape of transparent objects is represented as the height $H(x, y)$, set for each pixel. That is, the shape of the transparent object is represented in three-dimensional (3D) space, where the three axes are $x$, $y$, and $H$, and these are Cartesian coordinates. Heights partially differentiated by the $x$-axis and the $y$-axis are called gradients and are represented as $p$ and $q$, respectively,

$$p = H_x = \frac{\partial H}{\partial x}, \quad q = H_y = \frac{\partial H}{\partial y}. \tag{18}$$

Surface normal $n = (-p, -q, 1)^T$ is represented by these gradients. That is, a surface normal is represented in two-dimensional (2D) space, where the two axes are $p$ and $q$, and this space is called a gradient space.

The rendered polarization image $s_T(x, y)$ depends upon height and surface normal. Our problem is finding the best values to reconstruct a surface $H(x, y)$ that satisfy the following equation:

$$s_T(x, y) = s_R(x, y) \tag{19}$$

for all pixels $(x, y)$. We call this equation the “polarization raytracing equation” from the analogy of “image irradiance equation” used in the shape-from-shading problem described in [10], [11], [12].

A straightforward definition of the cost function, which we want to minimize, can be as follows:

$$\int \int E_1(x, y) dx dy, \tag{20}$$

where

$$E_1(x, y) = ||s_T(x, y) - s_R(x, y)||^2. \tag{21}$$

Here, for calculating the cost function, we use the normalized Stokes vector, which represents only the polarization state of the light. $H_x$, $p$, and $q$ must satisfy (18). Thus, we modify the cost function as follows:

$$\int \int (\lambda(x, y)E_1(x, y) + E_2(x, y)) dx dy, \tag{22}$$

where

$$E_2(x, y) = (H_x(x, y) - p(x, y))^2 + (H_y(x, y) - q(x, y))^2. \tag{23}$$

$\lambda$ is a Lagrange undetermined multiplier [6].

In order to minimize (22), we use calculus of variations [6], which is also used to solve the shape-from-shading problem. By minimizing (22) along the $p$-axis, we obtain the following Euler-Lagrange differential equation [6]:

$$p(x, y) = H_x(x, y) - \frac{\lambda(x, y) \partial E_1(x, y)}{2 \partial p}. \tag{24}$$

By minimizing (22) along the $q$-axis, we obtain the following Euler-Lagrange equation [6]:

$$q(x, y) = H_y(x, y) - \frac{\lambda(x, y) \partial E_1(x, y)}{2 \partial q}. \tag{25}$$

By minimizing (22) along the $H$-axis, we obtain the following Euler-Lagrange equation [6]:

$$H(x, y) = \frac{H(x, y) - H(x + 1, y) + H(x, y + 1) + H(x, y - 1)}{4}. \tag{26}$$

Each of (24) and (25) can be decomposed into two steps:

$$p^{(k)}(x, y) = H_x^{(k)}(x, y), \tag{28}$$

$$q^{(k)}(x, y) = H_y^{(k)}(x, y), \tag{29}$$

$$p^{(k+1)}(x, y) = p^{(k)}(x, y) - \lambda_1^{(k+1)}(x, y) \frac{\partial E_1^{(k)}(x, y)}{\partial p}, \tag{30}$$

$$q^{(k+1)}(x, y) = q^{(k)}(x, y) - \lambda_2^{(k+1)}(x, y) \frac{\partial E_1^{(k)}(x, y)}{\partial q}. \tag{31}$$

Here, $\lambda_1$ and $\lambda_2$ are scalar values that are determined for each pixel and for each iteration step. Superscript $(k)$ represents the iteration number. Equation (26) can also be decomposed into two steps

$$H^{(k+1/2)}(x, y) = \frac{H^{(k)}(x, y) - p^{(k+1)}(x, y) + q^{(k+1)}(x, y)}{4}, \tag{32}$$

$$H^{(k+1)}(x, y) = H^{(k+1/2)}(x, y) - \lambda_3^{(k)}(x, y) \frac{\partial E_1^{(k)}(x, y)}{\partial H}. \tag{33}$$

Here, $\lambda_3$ is a scalar value that is determined for each pixel and for each iteration step.

Equation (33) minimizes the error value $E_1$ along the $H$-axis; however, this is already minimized in (29) and (31) along the $p$-axis and the $q$-axis. Therefore, we do not have to use (33). In this research, we assume the surface is $C^1$, that is, the surface is differentiable (Assumptions 5 and 6 in Section 2); thus, we must estimate the gradients using (29) and (31). Although we can additionally use (33), the calculation will be redundant if we use it. Also, we have found that the cost function $E_1$ smoothly changed when the surface normal changed, but it did not smoothly change when the height changed. Please refer to Fig. 8 (Section 6.2.2) for the cost function when the height changed. For these reasons, we chose to use only $p$ and $q$ instead of $H$ for minimizing the cost function. Consequently, instead of (32) and (33), we use the following formula to update the height:

$$H^{(k+1)}(x, y) = \frac{H^{(k)}(x, y) + p^{(k+1)}(x, y) + q^{(k+1)}(x, y)}{4}. \tag{34}$$
The front surface shape of the transparent object is estimated and observed by the camera. The light ray \( L \) transmitted into the object, next reflected inside the object, and finally, observed by the object and the light source are infinite. Therefore, all of the light rays \( L_k \) mathematically coincide in the infinite far distance.

2. We assume that the thickness of the object is infinitesimal. Since the light rays \( L_k \) are parallel, these light rays will mathematically coincide.

3. We assume that the light source distribution is uniform. That is, even if the light rays \( L_k \) are different, their properties are the same.

Since it is impossible to depict the infinite distance and the infinitesimal thickness, we express the setup with finite distance and thickness in Fig. 3. All of the above three assumptions indicate that the light rays have same intensity; thus, we just simply assume that all of the light rays \( L_k \) have the same intensity. In addition, we set all of the light sources as unpolarized lights. Therefore, we represent the Stokes vector of all light sources as \( \mathbf{L}_0 = (1, 0, 0, 0)^T \).

The angle \( \theta_1 \) is the reflection angle in the air, and the angle \( \theta_2 \) is the reflection angle in the object. From (1), the following equation holds:

\[
\sin \theta_1 = n \sin \theta_2, \quad (35)
\]

where \( n \) is the refractive index of the object.

The Stokes vector of the observed light \( \mathbf{I} \) will be

\[
\mathbf{I} = \mathbf{R} \mathbf{L}_1 + \sum_{k=2}^{K} \mathbf{T} \mathbf{R}^{2k-3} \mathbf{T} \mathbf{L}_k, \quad (36)
\]

where \( \mathbf{R} \) and \( \mathbf{T} \) are given in (10). The following properties hold in this case:

\[
R_\| + T_\| = 1, \quad R_\perp + T_\perp = 1, \quad (37)
\]

\[
R(\theta_1; n) = R\left(\theta_2; \frac{1}{n}\right), \quad T(\theta_1; n) = T\left(\theta_2; \frac{1}{n}\right), \quad (38)
\]

\[
0 \leq R < 1, \quad (39)
\]

\[
R + R^3 + \cdots + R^{2K-3} = \frac{R(1 - R^{2K-2})}{1 - R^2}, \quad (40)
\]

\[
\mathbf{R}^m = \begin{pmatrix}
(R_\|^m + R_\|^m)/2 & (R_\|^m - R_\|^m)/2 & 0 & 0 \\
(R_\|^m - R_\|^m)/2 & (R_\|^m + R_\|^m)/2 & 0 & 0 \\
0 & 0 & \sqrt{R_\|^m R_\|^m} & 0 \\
0 & 0 & 0 & \sqrt{R_\|^m R_\|^m}
\end{pmatrix}, \quad (41)
\]

\( K \) should be set as \( K \to \infty \); thus, in this specific case, by using (37), (38), (39), (40), and (41), (36) will be reformulated as

\[
\mathbf{I} = (s_0, s_1, s_2, s_3)^T = (s_0, s_1, 0, 0)^T, \quad (42)
\]

\[
s_0 = \frac{1}{1 + R_\|} R_\| + \frac{1}{1 + R_\perp} R_\perp, \quad (43)
\]

\[
s_1 = \frac{1}{1 + R_\|} R_\| - \frac{1}{1 + R_\perp} R_\perp. \quad (44)
\]
Note that Schechner et al. [24] also analyzed the polarization effect of a transparent planar object.\(^1\)

In Fig. 4, we have plotted the value of the cost function \(E_1\), defined in Section 4, as a function of the reflected angle \(\theta_1\). Here, we set the true angle as 30 degrees. The vertical axis represents the value of the cost function, and the horizontal axis represents the angle. The refractive indices are set as 1.33, 1.5, and 2.42 for dashed line, solid line, and dotted line, respectively. Note that the cost function \(E_1\) is calculated from the normalized Stokes vector; thus, the error values for the refractive indices do not differ greatly in spite of the difference in observed intensities.

The error is zero at 30 degrees and the error is greater than zero around 30 degrees. Also, the error curve is wholly smooth. Evidently, we can insist that our minimization method can successfully estimate the true angle if we set the initial value near the true value. However, there is another valley around 74 degrees, 78 degrees, and 86 degrees for \(n = 1.33\), \(n = 1.5\), and \(n = 2.42\), respectively. To avoid such local minimum, we must set the initial value properly. Moreover, the error value is zero at such minimum points. Therefore, we cannot adopt a strategy to search the solution globally. This bimodality is caused by the ambiguity problem discussed in our previous paper [16], [18].

Our previous method solved this ambiguity problem, though we could not deal with the interreflection of transparent objects at that time, whereas the main purpose of this paper is to deal with the interreflection. Such ambiguity always appears whether we consider the interreflection or not and always appears for any refractive indices.

5.2 General Case

The shape of the object can vary arbitrarily, and it is difficult to express arbitrary shapes in analytic formulas. It is also difficult to express the raytracing algorithm in analytic formulas for general cases. Therefore, we conclude that we cannot discuss the convergence of our method for general shapes analytically. It can only be argued empirically, and some experimental results are provided in Section 6.

6 Measurement Result

6.1 Experimental Setup

6.1.1 Acquisition System

For obtaining polarization data, we developed an acquisition system that we named “Cocoon” (Fig. 5). The target object is set inside the center of a plastic sphere whose diameter is 35 cm. This plastic sphere is illuminated by 36 incandescent lamps that are almost uniformly distributed spatially around the plastic sphere by a geodesic dome. The plastic sphere diffuses the light that comes from the light sources, and it behaves as a spherical light source, which illuminates the target object from every direction. The target object is observed by a monochrome camera from the top of the plastic sphere, which has a hole on the top whose diameter is 6 cm. A linear polarizer is set in front of the camera. The camera, object, and light sources are fixed. From four images taken by rotating the polarizer at 0 degrees, 45 degrees, 90 degrees, and 135 degrees, we calculate \(I_{\text{max}}\), \(I_{\text{min}}\), and \(\psi\) (Section 3.5) by the least squares method.

6.1.2 Extended Light Source

Thanks to the spherical diffuser, which provides a uniform illumination, we can analyze the reflected light in a large area of the object’s surface. Also, if the illumination is not uniform and the illumination is a mixture of bright light and dark light, it will become difficult to set the appropriate dynamic range of the camera.

When the light of an incandescent lamp penetrates the white plastic diffuser, the light will be unpolarized while randomly scattered inside the diffuser. The distance between the diffuser and the object is large compared with the size of the object. Therefore, the spherical diffuser provides an unpolarized light.

We obtained the variance of DOP and intensity of the spherical diffuser a priori. We put the polarizer-mounted camera inside the spherical diffuser and measured the equator of the sphere in three directions that are 120 degrees apart. The same field of view of the camera is used in this measurement as that used in observing the object. The average DOP of all the pixels was 0.0013, where the variance was 0.0000041. The variance of the intensity was 0.000013 when we set the average intensity as 1.

Since we know the size of the sphere and that of the hole on top of the sphere, we know that the size of the hole is 19.7 degrees. We implemented our software under the condition that the illumination is uniform and unpolarized though the light does not come from the hole on top of the sphere.

6.1.3 Intensity of Illumination

We put the target object on a black pipe so that the light will not reflect behind the object. However, a small amount of
light, which we denote as “background radiation” in this paper, is still emitted from the cavity of the black pipe. The measurement results are affected by this background radiation. Fortunately, the background radiation was found to be uniform and unpolarized in the preliminary experiment. Therefore, we computed the polarization raytracing algorithm by considering the background radiation, assuming that it is uniform and unpolarized with its intensity known.

The intensity of the background radiation is determined indirectly from observation. We observe a hemispherical acrylic transparent object, whose refractive index is 1.5 and diameter is 30 mm. From the known geometry, we have iteratively computed the intensity by using a modified version of our algorithm. The original algorithm calculates the shape from the illumination; however, here, we calculate the illumination from the shape.

Another way to obtain the illumination distribution is first to observe a hemispherical metallic object and then to observe the black pipe directly. The metallic object captures the illumination distribution of the spherical diffuser. This paper only concentrates on proposing a method to estimate the shapes of transparent objects, and further improvement is possible by obtaining the correct illumination distribution.

### 6.2 Simulation Result

#### 6.2.1 Triangle

Here, we show some results of estimating the 2D shape of simulated objects for evaluating the robustness of our algorithm. The first virtual transparent object is an isosceles triangle whose refractive index is 1.5 and whose two base angles are 76.6 degrees. We render the polarization data of the object observed from an apical angle, and after that, we estimate the front surface shape by using the rendered polarization data as input data. Illumination is distributed uniformly from every direction with the same intensity. The light is not illuminated at the bottom of the shape but is illuminated on the front surface. Illumination distribution, the back surface shape, and the refractive index are given. No noise is added in order to check only the convergence of our method.

The estimated result is illustrated in Fig. 6. The dashed upper line is the true shape, and the solid line is the estimated shape. The dotted lower line is the back surface, which is given. For each figure, Fig. 6(1) represents the estimated shape after 40 iterations. Initial shapes of those in Figs. 6a, 6b, 6c, and 6d are the shapes that are calculated by scaling the true height by 1.8, 1.4, 0.6, and 0.2, respectively. Saito et al.’s method [23] produces two kinds of shapes due to its ambiguity. Initial shapes of those in Figs. 6e and 6f are those two shapes.

The estimated shapes in Figs. 6a, 6b, 6c, and 6e successfully converge to the true shape; thus, we can state that the proposed method is robust in convergence if the proper initial values are set. However, the estimated shapes in Figs. 6d and 6f converge to a different shape from the true shape due to the ambiguity. Our method needs an appropriate initial value to avoid the local minimum made by the ambiguity. Our previous method [16], [18] can solve the ambiguity problem; thus, it is valid to use the shape calculated by our previous method as an initial value.

#### 6.2.2 Hemisphere

The second result is that of a 2D virtual transparent object, which is a hemispherical shape whose refractive index is 1.5. The object is observed from the curved part. First, we analyzed the behavior of our method in the presence of noise. The estimated result is illustrated in Fig. 7. The left of each figure represents the observed intensity, the middle represents the DOP, and the right represents the shape. The upper line of the intensity is $I_{\text{max}}$, and the lower line is $I_{\text{min}}$. The dashed upper line of the shape is the true one, and the solid upper line is the estimated shape. The dotted lower line is the back surface, which is given. Each shape shows the result after 30 iterations. No noise is added for the input intensities in Fig. 7a, and Gaussian noise is added in Fig. 7b. The variance of Gaussian noise we added is 1.0, where the average intensity is about 40.

The surface normal at the center of the object is heading toward the camera; thus, the DOP is zero at these points (Fig. 7a). Recall that the DOP is defined as (17); thus, the non-negative value, DOP, would be greater than 0 if there is a noise in intensity (Fig. 7b). As a result, the surface normal, which should be oriented in the direction of the camera, would incline, and this inclination causes the protruding noise in the center of the object depicted in Fig. 7b. The intensity noise is thought to be caused by the camera noise, the illumination noise, and the object noise. If the illumination is not sufficiently uniform or unpolarized, the illumination noise will occur. The object noise will occur.
if the smoothness, the transparency, and/or the isotropy of the refractive index are insufficient. Avoiding all of these sources of noise is quite difficult; thus, the shape, especially at the points where the surface normal is heading toward the camera, will cause some errors.

In Section 4, we stated that we do not use (33) for updating the height. Fig. 8 is the cost function if we change the height of a certain point on the object’s surface. Though the cost value is zero at the true height, the cost function when changing the height (Fig. 8) is not so smooth, even for simulated data, compared to the cost function when changing the surface normal (Fig. 4 in Section 5.1 and Fig. 11 in Section 6.3.1). Thus, we do not change the height but change the surface normal for updating the shape of the object.

6.3 Measurement Results of Real Object

6.3.1 Hemisphere

For the first measurement result, we observe an acrylic transparent hemisphere from the spherical part, whose refractive index is 1.5 and diameter is 30 mm. We assume that the refractive index and the back surface shape are known. We use the same value for the intensity of the light source, which is obtained in Section 6.1.3.

Fig. 9a represents the result of the previous method [16], [18], [23] and, at the same time, it represents the initial value. Here, the ambiguity is solved manually. Fig. 9b is the result after 10 iterations of our method. The average computation time was 5.9 (sec) for one iteration with 320 pixels. Here, the maximum number of tracings is 10 reflections or transmissions; however, if the smoothness, the transparency, and/or the isotropy of the refractive index are insufficient. Avoiding all of these sources of noise is quite difficult; thus, the shape, especially at the points where the surface normal is heading toward the camera, will cause some errors.

In Section 4, we stated that we do not use (33) for updating the height. Fig. 8 is the cost function if we change the height of a certain point on the object’s surface. Though the cost value is zero at the true height, the cost function when changing the height (Fig. 8) is not so smooth, even for simulated data, compared to the cost function when changing the surface normal (Fig. 4 in Section 5.1 and Fig. 11 in Section 6.3.1). Thus, we do not change the height but change the surface normal for updating the shape of the object.

6.3 Measurement Results of Real Object

6.3.1 Hemisphere

For the first measurement result, we observe an acrylic transparent hemisphere from the spherical part, whose refractive index is 1.5 and diameter is 30 mm. We assume that the refractive index and the back surface shape are known. We use the same value for the intensity of the light source, which is obtained in Section 6.1.3.

Fig. 9a represents the result of the previous method [16], [18], [23] and, at the same time, it represents the initial value. Here, the ambiguity is solved manually. Fig. 9b is the result after 10 iterations of our method. The average computation time was 5.9 (sec) for one iteration with 320 pixels. Here, the maximum number of tracings is 10 reflections or transmissions; however, if the energy of the light ray becomes less than a certain threshold, the tracing of the light ray is stopped.

More detailed evaluation is done in the 2D plane that is a cross section of the 3D object, which includes the center of the base circle and the line perpendicular to that circle. The proposed algorithm estimates the front surface shape, a semicircle, by using the polarization data of the 2D plane as input data. The average computation time was 5.9 (sec) for one iteration with 320 pixels. Here, the maximum number of tracings is 100 reflections or transmissions.

The result of applying the proposed method is given in Figs. 10c and 10f. In Fig. 10, the solid line represents the estimated shape, and the dotted line represents the true shape. For the estimated result shown in Fig. 10c, the result of the previous method [16], [18], [23] (Fig. 10a) is used for the initial state of the shape. For the estimated result shown in Fig. 10f, the true shape, a hemisphere (Fig. 10d), is used for the initial state of the shape. Figs. 10b and 10e and Figs. 10c and 10f are the results after five and 30 iterations, respectively. The shapes converge to a similar shape even if the initial shapes are different. There is a protruding noise at the top of the estimated shape caused by the noise in the input images, as discussed in Section 6.2.2.

In Fig. 11, we show the value of the cost function $E_1$ (Section 4) of two points at the object’s surface. Here, we use the shape after 30 iterations. We virtually modified the zenith angle of the surface normal and calculated the error value for each angle. The horizontal axis in Fig. 11 represents the zenith angle, and the vertical axis represents the value of the cost function.

Fig. 11a is the cost function in a logarithmic scale at the point where the surface normal is heading to the left side of the object, and the true zenith angle is 21.8 degrees. After 30 iterations, our algorithm found the minimum point of the cost function estimated the zenith angle as 29.6 degrees, which is closer to the true value than another local minimum around 84 degrees. These two local minima are caused by the ambiguity problem discussed in our previous paper [16], [18]. Therefore, we have to set an initial value of the zenith angle at less than 73 degrees for this case to avoid the vice local minimum.

Fig. 11b is the cost function at the point where the surface normal is heading to the right side of the object, and the true zenith angle is 48.9 degrees. The estimated zenith angle was 49.4 degrees. The cost function is not smooth enough in some parts; thus, we cannot adopt the methods based on the gradient of cost function such as the steepest descent method or the conjugate gradient method [21]. However, the cost...
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The value of the cost function (20) per each iteration is plotted in Fig. 12. The vertical axis in Fig. 12 represents the value of (20), whereas the horizontal axis represents the iteration number. A circle mark is the value of the result whose initial state is the result of the previous method [16], [18], [23]. A triangle mark is the value of the result whose initial state is the true shape. The leftmost value is the value of the cost function of the initial state. Both the value and the shape did not change after around eight iterations.

The root mean square (RMS) error between the estimated value and the true value is used to compare the accuracy between the proposed method and the previous method [16], [18], [23]. The RMS error of the surface normal was 23.3 degrees for the previous method, 9.30 degrees for our method when the initial state was the result of the previous method, and 9.31 degrees for our method when the initial state was the true shape. The RMS error of the height was 2.70 mm for the previous method, 0.755 mm for our method when the initial state was the result of the previous method, and 0.605 mm for our method when the initial state was the true shape.

Fig. 13a is the graph of the DOP calculated by using the polarization raytracing method with the true hemispherical shape. Fig. 13b is the graph of the DOP obtained by observing the real transparent hemisphere. Fig. 13c is the graph of the absolute difference between the values in Fig. 13a and the values in Fig. 13b. The horizontal axis in Figs. 13a, 13b, and 13c represents the pixel position. The vertical axis in Figs. 13a and 13b represents the DOP, and the vertical axis in Fig. 13c represents the error. Two peaks in the middle of the object cause the error. Such peaks are caused by the noise in the input images discussed in Section 6.2.2 and are difficult to avoid. This means that even if the iterative computation tries hard to minimize the error, the estimated shape can never attain the true shape due to this error in the input data.

6.3.2 Bell-Shaped Object
Next, we observe the transparent object shown in Fig. 14a. This object is made of acrylic and is a body of revolution. Its refractive index is 1.5 and its diameter at the base is 24 mm. The object is observed from its projected area. The front surface is a curved surface and the back surface is a disk. The camera is set orthogonally to the disk. We assume that the refractive index and the back surface shape are known. We use the same value for the intensity of the light source that is obtained in Section 6.1.3.

We estimate the shape of a cross section of the object to analyze the precision of the proposed method. The cross section includes the center of the base circle and the line perpendicular to that circle. The initial value is set to be a semicircle shown in Fig. 14b. The estimated shape after 30 iterations is illustrated in Fig. 14c. RMS of the height was 0.31 mm. The solid curve represents the obtained front shape, and the dashed line represents the true shape. The true shape was obtained from the silhouette extracted manually by a human operator from the photograph of the object taken from the side.

6.3.3 Dog-Shaped Object
Finally, we observe a dog-shaped object shown in Figs. 15a and 15b and Fig. 16b. This object is made of glass, and its refractive index is 1.5. The object is observed from the opposite direction to the planar base. The camera is set orthogonally to the plane. We assume that the refractive index and the back surface shape are known. We use the same intensity value for light sources obtained in Section 6.1.3.

We use the shape obtained manually by human operation as an initial value for the experiment, which is shown in Figs. 15c and 15d. The estimation results after 10 iterations are shown in Figs. 15e and 15f. Notice that the curvature of the dog’s neck is improved by our method. This result demonstrates that our method can also estimate the shape of the concave part of the object, which causes strong interreflections. The shape of the dog’s tail is not well estimated because

1. the initial value was not properly set for the tail;
2. the tail, which protrudes from the body, has a sharp feature that the method cannot deal with; and
3. the tail violates Assumption 6 in Section 2, that is, there is a “jump” at the tail when observed from the top.

The shape of the top of the head is not also good due to the noise in input images, as discussed in Section 6.2.2.

Fig. 16b represents the ambiguity problem discussed in Section 5.1. The shape shown in Figs. 15e and 15f is used to
calculate the ambiguity. The ambiguity value is represented by the angle between two zenith angles calculated from the DOP. In Fig. 16b, the black area represents no ambiguity, which means that the angle between the two surface normals is zero. The white area represents the highest ambiguity, 90 degrees between two angles, which means that one of the surface normals is heading toward the camera, and the other is heading vertically to the camera direction. If the ambiguity is almost zero, we can uniquely determine the surface normal. If the ambiguity is almost 90 degrees, the algorithm can easily find the correct surface normal even if the initial surface normal is largely set apart from the correct one, although the initial surface normal must be closer to the correct one than to the wrong one. In an actual situation, it is difficult to know how close the initial shape should be to the true shape in order to estimate the shape successfully.

6.4 Comparison to Other Research

In the above sections, we have compared our results to those obtained with the previous methods [16], [18], [23]. In this section, we will compare the proposed method to other researchers’ methods. Other researchers have also proposed methods to estimate the shape of transparent objects. Murase’s method [20] can only measure the shape of a water surface. Ben-Ezra and Nayar’s method [3] can only measure a parameterized surface such as a sphere or rounded cube.

Hata et al.’s method [8] is suitable for measuring pastelike shapes; however, the method can possibly be used to estimate an arbitrary shape. Therefore, this method is of particular interest and deserves comparison with our method. Recently, Kutulakos et al. [15], [19] proposed a method that can measure an arbitrary shape. In most cases, their method produces a better shape than Hata et al.’s method by observing the object from multiple directions. Our proposed method and Hata et al.’s method observe the object from a single viewpoint; thus, we compare the proposed method with Hata et al.’s method for fair comparison.

6.4.1 Hata et al.’s Algorithm

First, we will briefly explain Hata et al.’s algorithm. The target object is set on a desk, and the camera observes the transparent object from above. A slit ray beam is shot from the projector to the object. The object, camera, and projector are fixed. Multiple images are taken for each shot of the slit ray beam. The cost function is the difference of the position of the slit ray beam on the desk between the observed position and the calculated position. Computation of the shape is done by using a genetic algorithm.

6.4.2 Comparison to the Proposed Method

The evaluation is done in computer simulation because the two methods must be compared with the estimation algorithm itself without depending on the accuracy of the measurement apparatus. Evaluation is done in a 2D plane. The number of pixels we used was 320 points. The number of slit ray beams we used for Hata et al.’s method was 320 lights. The projector was set 30 degrees right to the camera. No noise was added so that we could compare only the convergence of these two algorithms.

We applied Hata et al.’s method and our proposed method to the virtual transparent hemisphere (semicircle) presented in Fig. 17. Fig. 17a is one of the initial shapes generated by Hata et al.’s method. We used the same shape also for the proposed method. Figs. 17b and 17c are the estimation results of Hata et al.’s method and the proposed method, respectively, after 50 iterations. The solid line represents the estimated shape, the upper dashed line represents the true front shape, and the lower dotted line represents the back surface shape given both for Hata et al.’s method and the proposed method. Hata et al.’s method cannot estimate the shape of the hemisphere, whereas the proposed method successfully estimates it. The RMS error of surface normal in Hata et al.’s method was 2.3 degrees, whereas that in the proposed method was 0.3 degrees.
7 Conclusion

In this paper, we have proposed a novel method for estimating the surface shape of transparent objects by minimizing the difference between the input polarization data taken by observing the transparent object and the computed polarization data rendered by the polarization raytracing method. Though there are some assumptions to be satisfied for the proposed method, experimental results verify that we can estimate the shapes of many kinds of transparent objects when the assumptions are satisfied, and the initial value of the shape is properly given.

Often, artificial transparent objects have a planar base that enables them to stand by themselves. Also, the material (refractive index) of the artificial transparent objects is known in many cases. Thus, the assumption we adopted in this paper, “back surface shape and refractive index are known,” is effective in many cases. However, not all objects meet these conditions; thus, we intend to exploit a method that can measure the back surface shape and refractive index at the same time, as well as the front surface shape.

The target object must be sufficiently small compared to the spherical diffuser; thus, large objects are not measurable. Therefore, we intend to apply our method without using the spherical diffuser and the light sources: measurement is also possible in both indoor and outdoor environments if the intensity and the polarization state of the surrounding environment are acquired beforehand.

The input polarization data is polluted by some noise due to the variation of the refractive index inside the object or the opacity of the object. In order to reduce such noise practically, multiple input data are needed, taken under different illumination or taken from different directions.

Possible application fields for the modeling of transparent objects can range from computer-aided manufacturing to classifying rubbish for recycling glass and plastic bottles, creating 3D catalogs for online shopping, and modeling beautiful glass objects of art that are hard but fragile. Our basic technique for modeling the surface shape of transparent objects is the first step in this wide area of applications.
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